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1. A database has six transactions. Let min_sup=60% and min_conf=90%.

TID DATE ITEMS BOUGHT ) _
(10%) List all of the sirong association rules (with support
s and confidence ¢) Tl 1411711 B.C,D, F matching the following
metarule, where X is a T2 14/12/11 A B,C, EF variable representing customers
and item; denotes variables 73 14/01/12 A B, [ representing items (e.g., “A”,
B ) 1y 14/0212 A, B,G,D,E, G

T3 14/03/12 C EF G

Vx e iransaction,buys(X ,item ) A buys(X ,item,) = buys(X ,item,)[s,¢]

2. (10%) Given the following large (frequent) 3-itemsets:

<i123>
<124>
<134>
<136>
<234>
<235>
<245%>
<345>

(a) Find the candidate 4-itemsets according to the apriori-generate algorithm.
(b) Find the candidate 4-itemsets after pruning,.

3. You need to use examples or draw diagrams to aid your explanations.
(a) (5%) Briefly explain what is the Vector Space Model (VSM)

(b) (5%) Briefly explain f;, loga}]\i—and the formulaw, =, x loggj}i— (for term 7; of the document ;).
i i
(¢) (5%) Explain how to use the k Nearest Neighbors (kNN) approach for document classification.

(d) (5%) Explain how to derive the category vector and use the Category vector for document classification

(categorization).

4. There are two classifiers (test drugs) C1 and C2 for tumor. Suppose that there are 40% people having

tumor in a city.

(a) (5%) For tumor patients, there are 30% positive by C1. For patients who don’t have tumor, there are 40%
positive by C1. Compute the Precision, Recall, and Accuracy of the classifier C1.

(b) (5%) For patients who don’t have tumor, there are 20% negative by C2. Suppose that the precision of the
classifier C2 is 20%. What are the Accuracy and Recall of the classifier C27
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5. (10%) Use the similarity matrix in the following table to perform complete link hierarchical clustering.
Show your results by drawing a dendrogram. The dendrogram should clearly show the order in which the
points are merged.

Table 3
Pl P2 P3 P4 P
P 1 0.33 0.96 0.54 0.78
P2 0.33 i 0.65 0.94 0.46
P3 0.96 0.65 1 0.58 0.25
P4 0.54 0.04 0.58 i 0.37
P3 0.78 0.46 0.25 0.37 1

6.

(a) (10%) Explain the concept of support vectors, maximum marginal hyperplane and linear separation between
classes in SVM (Support Vector Machines). You should draw a diagram in a 2-D plane to aid your
explanation.

(b) (5%) Suppose that the two parallel hyperplanes for the decision boundary are:

wex + b =1
wex + b= -]
Explain why maximizing the margin is equivalent to minimizing the following objective function:
fow) = [iwi*/ 2,
(c) (5%) Explain the usage of Kernel function. Use the following example to assist your explanation.

D) = (11 N 20 N2y 1); D) = (v, V2 20,3 20, 1), () 0 D(v) =7

7.
(a) (10%) Explain the basic concept of EM (Expectation-Maximization) clustering. What are the differences
between K-means and EM clustering in terms of the assignment of data points fo clusters and the
computation of centroids / model parameters?

(b) (10%) Given the following two mixture models (1) and (2).

Which one has higher expected likelihood? Why?
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TABLE 2.1.1
Summary of discounting factors

Type of Discount Factor Symbol Given* Find Factor

Single-Payment Factors

Compound-amount facior (g, 1%, n) P F {1+4)" ‘ P=38l F
ot
Present-worth factor ( —P—), %, n) F p ! : p F=8§]
F (I + z)ﬂ i { ] |
H 1 1 1
Uniform Annual Series Factors
Sinking-fund factor ( Z . i%, n) F oA — '
F (1 +47™ — 1 A* A* A* A*A
P=§1
. JY T
Capital-recovery factor (%, %, n) P A (—IE(—I—;—:}———{- AL AL AL AL A
mn i A I
| F (deiy -1 A=%1 F
Series compound-amount -, i1%,n A F o—
factor A ¢ A* A* A* A* Ay
Series present-worth factor (P 1% n) A thilifl ’ A=
. A W1+ A* A* A* A* A*
Uniform Gradient Series Factors
Uniform' gradient series P o ¢ p Urol-(+niey (P G=38I 2
present-worth factor ot (L + )" l o * o ‘ QL

*The discount factors represent the amount of doliars for the given amounts of one dollar for P, F, A and .
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